2949/5

FACULTY OF SC1 ENCE
B.Sc. (1 Semester) Examination
STATISTICS
Paper |
(Descriptive Statistics and Probability)
o Hours] [Max. Marks: 80
Section A—(Marks: 8 x 4= 32)
(Short Answer Questions)
Answer any eight questions.

| Explain classification and tabulation of data.

3 What is skewness?

3. Calculate mode for the following data:

C1 0-10 10-20 | 20-30 | 3040 | 40-50
Frequency 5 15 10 6 8

4. Define Sample Space with an example.
5. Define mathematical, statistical and axiomatic definitions of probability.
6. Iftwo dice arc thrown, find the probability of
(i) equal number occurrence on two faces
(i) the sum of two faces are 8.
7. Define discrete and continuous random variables with an example.
L Define:
(i) Joint probability mass function .
(i) Independence of two random variab :
’ Th:dimm:rufm:lucuicﬂbh,ny'l'.ismﬂdmb:lmnﬁnmmm
variable with p.d.f:: f(x) = 6x(1-x) 0 <x <1
() Check that f{x) is p.d.f and
@) PO<x<05)=7 _
10. State addition and multiplication theoroms of expectation.
L. Define characteristic function and probability generating function of a random
m‘x.' ¥ o i
2 Lt 'x’ be a random variable with following probability distribution. Find E(x) and

E{"] and ‘f{u}_
X 1 2 3 4 5
Px 1/6 1/6 Va A %

L D £ T 7. T




10.
11.

13.

14.

15.

16.

g

2 2949&

. ions.
State addition and multiplication theorems of expectation

Define expected value of a r.v.X, when X is continuous. If g (x) is a functjgy, o,

rv.X. then define expectation of g (x).
Find the expectation of the number on a die when thrown.
Section B - (Marks : 4 x 12= 48)
(Essay type Answer Questions)
Answer all questions.

(a) Explain various data collection methods. How to classify and tabulate the data?

Or
(b) Define Central and non-Central moments. Derive the relation between them.

(a) State and prove Bayes theorem, also write its applications.
Or

(b) FornmeventsA,, A,, ..., A, prove that

n 3 n
(i) P[ﬂﬁi 2 ¥ P(AD)-(n-1)
i=l J i=l

n 3 n
(ii) P[UA:‘ < ¥ P(AD)
i .

=1 J i=]

(a) Define a distribution function of a r.v.x. and write its properties. Prove any "0
properties.

Or

(b) Define conditional probability distribution functions of x/ and y/x. Prove (! !
x and y are independent then the joint probability mass function is equal 1o ¥*
product of two marginal functions.

(a) Define moment generating function of ar.v, x. How to obtain the moments -

M.g.£? Also state any two properties,

Or
(b) State and prove Chebychev's inequality, Also write its applications.

_—
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FACULTY OF SCIENCE
Se. (11 Semester) Examination

Answer any cight quest

ine the term correlation with an example.
plain principle of least squares,
om the following data, obtain two 'réglﬁgfsioqi{quﬁﬁons.
6| 2 4.8 3

| 8| 7

Calculate F 12 O g
r,=09 ,=04 and' r
Define an attribute with an ‘éi:ample.

What do you mean by independent of attributes?

(a) Standard error o
(b) Standard error of sam

Define Chi - square distribution and also: rite |

* .
cation

Show that  is the consistent estimator of Parameter %,

- State Neyman's factorization theorem. Also give its importance in the theon
estimation,

- Explain the concept of Asymptotic properties of MLE,

X, be arandom sam

ple from Binomial distribution B(n,p). Find a sufficient
estimator for ‘p’.

[PT.O.
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STATISTI S
Paper A
AP lied Stanatics - [
LI | Mhav Murky Kij

Sectlan A - (Marks 4« 10 - Hij
Ireher wome Tour gueston

Faplinin the merits and demernits ol Rundim Sampling

Explain subpecnve, probati, ard mis e sampling methiods,

What i swatemal i swrmapbing” How i o i Terent from sralified random sammpling
Explan propormiog allocation and optimmn allncation

Explaim Graphical L LIPT of extimating the trend m lime Series data

Explam ran 1o trend e hod.

[%line an “Indey Numibwr ! Wrile 1y pse Expluin why thiy g called “Ecomimge
hasormeters

Euplam the ciicept of Base shilting, Sphcing g deflating ol an Indes Mumbser
Section B - (Marks 2 * 20 - 40
Anrwer any pwe quenfinm

What ire the penciple steps imvolved in o sample SUIVES™ DHacuss them Briefly

3
In SRSWOR, prove that Var (5, ) - & '_h‘l_
4]

Explam how you would fit a sraight |ine rend o g
following sales data, find the Exlimate siles i 2007

Year 2000 ) 2000 | 2003 | 200 [ 2005
Sales I 5 i 12 1%
—— e
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FACULTY OF SCIENCF
B.Sc. (1 Semester) Exumination
STATISTIUS
Paper |
(Descriptive Statistics and Probability)
Jime - 3 Hours) [ Max Marks @ 80
Section A -~ (Marks - 8 = 4 - 312)
(Short Answer Questions)
Answer any eight questions
1. Explain classification and tabulation of daa.

2. Define moments and write lypes ol moments.

3. The first four moments of a distribution about the value 3 are 4.7.2,and 5. Find the
corresponding moments about the mean.

4. Define the following terms with an example.
(1)  Sample space,
(1) Independent and dependent events,

State Boole's inequality.

6. Abag contains 6 white, 4 green and 10 vellow

balls. Two balls are drawn at random.
Find the probability that both will be vellow.

7. Define discrete and continuous randam variables.

8. Explain Iransformation of one-dimensional random variable
% Arv. X has the following probability function.
’7 X 0 1 2
P(x) a 3a 3a
(2) Determine the value of *a"
(b) Find P(x < 3).p (X=3)P(0<x=5)
10,

Define mathematica) expectation of a random vanable

1. Define characteristic function.

IPT.0)



13,

14.

15,

16.

[ =
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Seetion B-(Marks: 4 = 12 = 48)
(Essay Type Questions)
Answer all questions.

(@ Explain various methods of data collection and editing.

Or
(b) Define central and non-central moments and derive the relation between 1h
(a) Prove that for ‘n’ events A, A, ..... A

P [nl .an]z irw}—{n-n

i=]

(b) State and prove Bayes' theorem. Also mentioin its merits.

(a) Define the following terms with an example:
(i) Probability mass function
(ii) Probability density function
(iii) Distnbution function
(iv) Marginal and Conditional distribution.
Or
(b) The joint probability distribution of two random variables x and y is give

1
F[::ﬂ.y=l]=? P(x=1, y =—1]=% and P(x =1, y= 1]:13
Find (i) Marginal distributioin of x and y
(ii) Conditional probability distribution of X, giveny=1,
(a) Define moment generating function. Explain the procedure for obtainin
moments using m.g.f . Also mention any two properties of m.g.f .
Or

(b) State and prove Chebyshev's inequality. Also write its applications.
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FACULTY OF SCIENCE

BSec. 1 Semester) Examination
STATISTICS
Paper I

(Descriptiye Statistics and Probability)
.3 Hours)

[Max. Marks - g
Section A — (Marks - 8 x 4=132)

(Short Answer Questions)

Answer any eight questions.
Define primary and secondary data,

Define mean deviation, standard deviation and coefficient of variation.
Calculate me

an and standard deviation for the following data.
10, 20, 30. 40, 50, 60, 70.

Define mutually exclusive and independent events,

Write the axioms of probability.

From a pack of playing cards, two cards are drawn at

random. Find the probability
that one is a King and the other is a Queen.

Define probability mass function and probability density function,
Define any two of the following terms:

(i) Conditional distribution function.
(ii) Independence of two random variables.
(iii) Joint and marginal probability mass function.

Let X be a continuous random variable with p.d.f,

. pgx<l
ax .
. 1£x<12
a ’ <3
S = _gxv3a 3 2575
o = o

. random variable X

. tion of @ .
hematical expectd

10. Define mat

1T 1Ty
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FACULTY OF SCIENCE
B.Sc. (11 Semester) Examination
STATISTICS
Paper 11
(Probability Distribution)
(CBCS)
Time - 2 Hours) | My Marks 80
Section A - (Marks: 4 - 10 - 40}
Answer any four questions

I Define Binomual distribution Derive i1« mean and vanance

b

Explain lack of memory property of Geometnie distribution

3. Explain additive property of Poisson distribution

Show that Poisson distribution as a limiting case of Binomial distribution
Define gamma distibution Denve mean and vanance of gamma distribution

Define normal distribution. State 1ts chief characteristics

~ > e g

State central limut theorem, mention 1ts uscs

8. Explawn the additive property of normal distribution
Section B — (Marks 2 - 20 = 40y

Answer any tWo queslions.

Define Poisson distribution. Derive mean and vanance of Poisson distribution, also
show that its mean and vanance are equal

10 Denve the moment generaling function of Negative Binormal distribution.

1. Define exponential distribution. Derve 1ts mean and vanance using m.g f.

If X' is normally distributed with mean 25 and standard deviation 5 then find
(1) P(X<135)

(1) P(X=30)

(m) P(20<X < i5)
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FACULTY OF SCIENCE
B. Se. (111 Semester) Examination
BIO STATISTICS
(Skill Enhancement Course-2) (NEW)

Time : 2 Hours) [Max. Marks : 40

Section A — (Marks: 4 x 4 = 16)
(Short Answer Questions)

Attempt any four of the following:
(a) What is Histogram? Explain the construction procedure of Histogram.
(b) Compute the mean from the following data:

C.L 0-10 | 10-20 | 20-30 | 30—-40 | 40-50 50-60
f 5 [0 25 30 20 10

(¢) Define correlation with an example.
(d) Define the term probability and give one example for it.

(e) Ifasurgeon transplants a liver in 550 cases and succeds in 275 cases, calculate
the probability of survival after transplant.

(D) Define null hypothesis and alternative hypothesis. Give one example for each.

Section B — (Marks: 2 * 12 = 24)
(Essay Type Questions)
Answer all guestions.
(a) Explain the following with the related formula.

(iy Mean (ii) Median
(iii) Mode (iv) Standard deviation
(v) Standard error (vi) Coefficient of variation.
Or
(b) Calculate Karl-Pearson’s coefficient of correlation for the following data:
x |8 10 15 [ 1l 12 9 13 14 10 9

y | 45 |35 70 | 80 | 65 70 | 90 90 76 67
(a) Explain Binomial, Poisson and Normal distributions. Also mention its applications.

Or

(b) In an experiment on breeding of flowers of a species: a researcher obtained 107
magenta flowers with a green stigma, 42 magenta lowers with a red stigma, 38
red flowers with a green stigma and 13 red flowers with a red stigma. According
to Mendel's laws the theory predicts that these types should be obtained in the
ratio 0f9:3:3:1. Draw your conclusions based on the calculated Chi-square value.
(Table value of Chi-square at 0.05 L.O.S. for 3 degrees of freedom = 7.8 1)

[P.T.O.




alver s random vanahle ¥ . |
|2 Compute the expected value ol the X Whos den,,, J
Y,
given by !
| :
. i, D lex e
f{x) = y

0 - elsewhere
Section B - (Marks : 4 = |2 = 48)

(Essay Tvpe Questions)
Answer all questions

I3. (a) Explain various measures of Central tendencies with suitable eXamp)e,
Or
(b) Define skewness. Explain measures of skewness based on quartiles ang Mo,

I4. (a) Define mathematical, statistical and axiomatic definition of probabiliy ...
distinguish between mathematical and statistical definition ol probabiliry

Or

(h) Define conditional probability. State and prove multiplication theoren of
probability.

I5. (a) Explain the following terms:
(1) Joint distribution function,

(ii) Marginal and conditional distributiog functions

(in1) Independence of two random variables

Cir

(b) Let X" be a continuous random variah|e with p.d g ¢ (x). |
AL Iy X . Le

monotonic function of x Assume thar B(x) s 5 cliﬂ'r:n:nti h.'l ¥ = B (x) be strictly
able and continuous

forall x. Prove that pd.fhi<)olthery ¥ is hy) = 0| dy |
¥)=1{, . .
dy | Where y i expressed
in terms of y, using the transformation v = gix)

16. (a) State and prove addition and multiplication theoremy of ey
Or S Catiay,

(b} Detine moment generating lunction. How to obtaig Momen,
- " - r .‘* IIS r
gencrating function?, ng ..
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FACULTY OWF SCIENCE
M Se iV Semester) Evamination
STATISTH S
Paper Vi
(SO & 1P
Thwe  V Fiowrs) [War Wards RO
Sectlon A - (Marks 4« 10 - 40)

Amrwer gy folr gieestions

Eaplam chance causes and ssuignable causes of vanations i the yuality of a product
Dertve the control limits of d and U -chant
Explasn AQL and LTPD
Explain scceptance sampling procedare of single ampling plan
Expiam the aim and scope of Operations Research
Dicfime artficial vaniable and alw explain Chames’ Big-M method
Discuss the concept of duality in LPP
Wite down the dual of the following L PP and solve it
Maxmmire z = 2x + 1,
Subject 1o the construnts

IR WS [

L e %h

L I T SRR

1 -n %2
L] -ll.;fl
! 1,520
' Section B - (Marks' 2 = 20 = 40)
{mmwwr any tWo guesiions.
¥ m “’Humm:hm"quunlhhmpmmplnMﬂmglhcmlchﬂu
{u) Expluin in detail mican chan

0. Obamn OC curve for du ble sampling plan.

11. Solve the following | P Basing simplex method
|) Hll-lui-il_-dtl
Subgect W constramnty
4 - S - 10
Ja 2y <9
LI 1Y I-; 12
-*‘13”- Ll -_'l'l.

12 Prowe that the dusl of the dual is primal L P p
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FACULTY OF sCiENCE
B.Se. (I Semester) Examination
STATISTICS
Paper |
(Descriptive Statistics and Probability)
Time : 3 Hours] [Max. Marks : 80
Section A — (Marks : 8 x 4=132)
(Short Answer Questions)
Answer any eight questions.
I. Explain method of frequency distributicn for an ungrouped data.

2. Define Mean, Median and Mode. Also mention its merits.

3. The first four moments of a distribution about the value 4 of the variable are 1.5, 17,
—30and 108. Find the moments about Mean, f, and B,.

4. Define the following terms with an example:

(i) Outcome and sample space

(ii) Axioms of probability.
5. Define Conditional Probability. State Multiplication theorem.
6. Two dice are thrown at a time. Find the probability that occurrence of an -

() Equal number on the face

(ii) Sum greater than 8

(iii) Sum neither 6 nor 7.
7. Define discrete and continuous random variables. Give an example for cach,
8. Define Joint and Marginal Probability Mass functions of a bivariate random variable.
9. A random variable X has the following probability function:

Valueof X,x|0 | 1] 2|3 |4 135 |6 L
P(x) 0 | K| 2K | 2K [3K |K?* [2K? |7K2+K

(i) FindK
(ii) Evaluate P (X <6), P (X 26). [PTO.
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FACULTY OF SCIENCE

B.Se. 01 Semester) Examinastion
STATISTICS
Paper |
iDeenplive Statistics and Probability Distnbutions)
iCBCS)

o Mours [ Max Vs B0

Section A - (Marky: 4 = 10 = 40}
Answer any four queston

[scuss the ments and dements of varous measures of central tendency

The first four non-central moments of a distnbution arc 0, 4 5.1.7,and 16 75. Compule
Central moments, Pearson’s coeficients

Define Mathcmatical, Statistical and aviomanic definitions of probabiliey with an
evample

A bag conLain B red and % wlite balls Three balls are drawn at ran
F;ﬂhlhlh"\" that

(41 all the three balls are white (b) One ball is red and two balls are white

dom Find the

Eaplan different types of mndom vagables with examples.
& randon vanshle X has the following probability Funclion

l\'. --I]_l 1] i k] b

]Pur 0% | K b4 2k 0k k

s ]

 _—

Fine! the value of k and also find PIN < 4] and I (= d < X = 8}
(ap [N - 0 then show that E (X) > 0 and |b) Show that | E (X} <E|X]|
Glate and prove addimon and multiplicanion tacorems of cxpectaions

Section B - (Marks 2 = 20 =30
Araer dey Iwo gleiions

Faplacn tkewness and kurtoiis with dipgrams Which of these charpclers e
gisesttial for 4 good data

What is Conditional Probabilaty” $tate and prove muluplication theorem of
;'I"r1P'Jh1|.'|1'|.

[hefine Dhsmbubion funclion and prove its properes.

om varable and denve the moments

Diefine probabil ity generating function of a rand

from il



13, (@)

(b)
14, (a)

(b)
15. (a)

(b)

16. (a)

(b)

- ~79%/5

Section B- (Marks: 4 x 12 = 48)
(Essay Type Questions)
Answer all questions.
Explain various methods of data collection and editing,
Or
Define central and non-central moments and derive the relation between them,
Prove that for *n’ events ApA, . A

P (ﬂ .ﬁ]z 3 P(AD-(n-1)

State and prove Bayes' theorem. Also mentioin its merits.

Define the following terms with an example:
(i) Probability mass function
(i) Probability density function
(1i1) Distribution function
(iv) Marginal and Conditional distribution_
Or
The joint probability distribution of two random variables x and y is given by:

=0,y=1)=1, Px=1, y=—1)=]
Plx=0y=1)=3, P(x |=.l-'—"'ﬂ='imliP{x-I,y=1]=§

Find (i) ergimldislriblniujnufxlnd}r
(ii) Conditional probability distribution of x, giveny = 1.
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FACULTY OF SCIENCE
B.Se. (1 Semester) Examination

STATISTICS
Paper |
(Descriptive Statistics and Probebility)
fime: 3 Howrs) [Max. Marks: 80
Eﬁﬂr;::-mum: 8 x4=132)
Answer Questions)
Answer any eight questions.
|, Explain classification and tabulation of data_
3 What is skewness?
3. Calculate mode for the following data:
el 0-10 10-20 | 20-30 | 3040 40-50
Frequency 5 15 10 6 8

Define Sample Space with an example.,

5. Define mathematical, statistical and axiomatic definitions of probability.

If two dice are thrown, find the probability of

(1) equal number occurrence on two faces

() the sum of two faces are 8.

Define discrete and continuous random variables with an example.
Define:

(1) Joint probability mass function

(i) Independence of two random variables

The diameter of an electric cable, say ‘x’, is assumed to be a continuous random
variable with p.d.f.: f(x) =6x(l-x)0<x <1

() Check that f{x) is p.d.f. and

@) P(0<x<0.5)="

‘;'1 State addition and multiplication theorems of expectation.
1, M“ characteristic function and probability generating function of a random

Vanable ‘x',

&

E0) and

12 1y ‘X' be a random variable with following probability distribution. Find E(x) and
Vi(x).
/6 1/6 o e



. (2) Explain;

(i) Bi-\

(i) Scatt
%‘Wc Inmmn for finding rank correlation cocfficient.

i
@-{ﬁimm oat
"”*‘“*waox-u,,

0 (A) = 860, (B) = 510, (AB)' 50,
© Or
e’s -:; coeflicient of nssoctallon and coefficient of colligation and derive
n between them.
riterion of a good estimator.
Or
ributions and derive the relation between them.
‘method of n | tion. Find the ) LE for the
0’ of exponential distributio
Or

erval estimation. Obtain confidence intervals for the parameters of
‘the normal distribution.




13.

15.

16.

) 2949/3

tion and probability generating function.

- N T Tad [ing 1‘”“':
moment genera . - e ey
Define (h the following probability distribution.

Let 'X" bea r.mdom\anab
Section B

(Essay fype Answer Questions)

Answer all questions.

_ (Marks : 4 * 12 =48)

ewness and Kurtosis. Explain various measures of skewness.

Or

(a) Define Sk

(b) Define Central and non-Central moments, also derive the relation between Central

and non-Central moments.
eorem of probability for ‘n’ events.
Or

(b) Define mathematical and statistical definition of probability also mention its

(a) State and prove addition th

merits and demerits.

(a) Define distribution function of a random vanable X with a suitable example.
State and prove any two properties of distribution function.
Or
(b) Let x be a continuous random variable with p.d.f. f,(x). Let y = g(x) be strictly

monotonic (increasing or decreasing) function of X. Assume that g(x) is

differentiable and is continuous for all x. Prove that p.d.f. h(-) of the r.v. y is

h,(y)= £, (x)

where x is expressed in terms of y, using the transformation

dy
y = g(x).

a o :
(a) ][:eﬁne the cI:naraclenslu: function of a random variable x and state ils properties.
OW ta obtain the moments sing characteristic function.

Or

Explain the concept of j
nequalities, state and C -
Also write its applications, prove Cauchy-Schwartz’s incquality.

(b)
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FACULTY OF SCIENCE
B.Sc. (I Semester) Examination
STATISTICS
Paper |
(Descriptive Statistics and Probability)

Time : 3 Hours) [Max. Marks : 80

Scction A — (Marks : 8 x 4 = 32)
(Short Answer Questions)
~ Answer any eight questions.
. Explain method of frequency distribution for an ungrouped data.
2. Define Mean, Median and Mode. Also mention its merits,

3. The first four moments of a distribution about the value 4 of the variable are —] 5,17,
—30and 108. Find the moments about Mean, B, and B,.

4. Define the following terms with an example:

(i) Outcome and sample space

(i) Axioms of probability.
3. Define Conditional Probability. State Multiplication theorem.
6. Two dice are thrown at a time. Find the probability that occurrence ofan:

(i) Equal number on the face

(i) Sum greater than 8

(iii) Sum neither 6 nor 7.
7. Define discrete and continuous random variables. Give an example for each.
8. Define oint and Marginal Probability Mass functions of a bivariate random Variable.
. A random variable X has the following probability function:

7
Valueof X,x[0 | 1[ 2] 3 |4 ]5 62 z
P () 0 | K[2K|2K 3K |K* |2K? [7K2+K
X

() FindK

(i) Fvaluate P (X <6), P (X=0). [P.T.O.



10.
11.

13.

14.

15.

16.

State addition and multiplicatio

2 2949/2

n theorems of expectations.

Define expected value of a r.v.X, when X is continuous. If g (x) is a functjg, it

r.v.X, then define expectation of g (x).

Find the expectation of the number on a die when thrown.

(a)

()
()

(®)

(a)

(b)

(a)

(b)

Section B — (Marks : 4 x 12 =48)
(Essay type Answer Questions)

Answer all questions.

Explain various data collection methods. How to classify and tabulate the dat
Or

Define Central and non-Central moments. Derive the relation between them,

State and prove Bayes theorem, also write its applications.
Or

For nevents A}, A,, ..., A, prove that

n ) n
(1) P[ Ai|2 3 P(A))—-(n-1)
=1/ =l

3\

(ii) P[ JAi|< S Pai)
i=] i=]

J

Define a distribution function of a r.v.x. and write its properties. Prove any 0
properties.

Or

Define conditional probability distribution functions of x/y and y/x. Prove that it

x and y are independent then the joint probability mass function is equal (© the
product of two marginal functions.

D : . ,
eﬁne? moment generating function of a r.v. x. How to obtain the moments using
M.g.£2 Also state any two properties,

Or
State and prove Chebychey’s inequality. Also write its applications.

-_



(Time : 3 Hours]
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FACULTY oF SCIENCE
B.Se. (11 Semester) Examination
STATISTICS
Paper 11
(Probability Distributions)

[Max. Marks : 80
Section A — (Marks: 8 x4=32)
(Short answer questions)

|. Answer any eight questions:

(a)
(b)
(©
(@
(€
(f)
(2
®)
@
(3
(k)
o

2. (a)
(b)

)

(b)

(b)

Derive mgf of discrete uniform distribution..__-
Write the pmf of Bernoullj distribution.. -

Define hyper-

geometric distribution.

Derive characteristic function of geometric distribution.

Derive moments upto fourth order of Poisson distribution.

Write any two applications of negative binomial distribution.

Derive probability generating function of Gamma distribution.
Define Beta distribution of second kind.

Write any four properties of normal distribution.
Write any 2 real life applications of exponential distribution.

Define strong
Derive Mean

law of large numbers.
and Variance of Gamma distribution.

Section B — (Marks: 4 x 12 = 48)

(Essay type questions)
Answer all questions.

Derive pmf of Binomial distribution with underlying assumptions.

Or

Derive pmf of hyper-geometric distribution.

Derive Poi

Derive reproduct ution.
ormal distribution as a limiting case of binomial distribution.

Derive n

Derive the inter- " .
ve central limit theorem for i.i.d. random variables.
pro

State and

Define weak I

sson approximation to negative binomial distribution.

Or
ive property of geometric distribution.

Or
relation between Beta-I and Beta-II distributions.

Or
w of large numbers and write its applications.
a

 —



4103
FACULTY OF SCIENCE
B.Sc. (IV Semester) Examination
STATISTICS
Paper IV

(Statistical Inference)

fime : 3 Hours] [Max. Marks : 80

10,
1,

Section A — (Marks : 8 x 4 =32)
(Short Answer Questions)
Answer any eight questions.

Define the following terms with an example.
(a) Null hypothesis
(b) Alternative hypothesis.

Explain Randomized and Non-randomized test functions.

Let P be the probability that a coin will fall head in a single toss in order to test
H,:P= % against H, : P = % . The coin is tossed 5 times and H,, is rejected if more
than 3 heads are obtained. Find the probability of type-I error.

State Central Limit theorem.

Explain the test procedure for testing the significance for single mean.

A dice is thrown 9000 times and throw 3 or 4 observed 3240 times. Test whether the

dice can be regarded as an unbiased one.
Explain Chi-square test for goodness of fit.

. s+ ite distribution.
Define order statistics and write Its distribut

found to be : 66, 65, 69, 70, 69, 71, 70,
. any of 10 days were )
fﬁ’;lcﬁe: o;‘ Sshz':; i(:Lf |:e c:.:::zlu;e d that the prices of shares on an average is 65?

What is run?

i test.
Explain the advantages of Mann-Whitney U te

12. Test the randomness for the folloWiné:

MMNMNMMNNN
[PT.O.



14.

15.

16.

. (a)

®)
(a)

(b)

(@)

(b)

(a)

(b)

2 4103

Section B - (Marks : 4 x 12 = 48)
(Essay Type Quesrrons)
Answer all questions.

Explain one tailed and two tailed tests.
Or

State and prove Neyman-Pearson’s fundamental lemma and give its utility,

Explain the test procedure for testing the significance of the difference betweep

two proportions.

Or
Explain the test procedure for testing the significance of the difference between
two Standard Deviations.
Explain the procedure of testing the difference between Means of two independent
samples.

Or

What is a contingency table? Explain the test procedure for independence of two

- attributes.

Explain advantages and disadvantages of non-parametric tests.
Or

Explain Wilcoxon-signed-rank test for matched-paired samples.




2949/5

FACULTY OF SCIENCE
B.Sec. (1 Semester) Examination
STATISTICS
Paper 1

(Descriptive Statistics and Probability)
ime: 3 Hours]

[Max. Marks: 80
Section A — (Marks: 8 x 4 = 32)

(Short Answer Questions)
Answer any eight questions.

|. Explain classification and tabulation of data_
7 What is skewness?

3, Calculate mode for the following data:

C-1 0-10 10-20
Frequency 5 15

20-30 30-40 40-50
10 6 8

4. Define Sample Space with an example.
5. Define mathematical, statistical and axiomatic definitions of probability.
6. Iftwo dice are thrown, find the probability of

(1) equal number occurrence on two faces

(i) the sum of two faces are 8.

Define discrete and continuous random variables with an example.
8. Define:

(1) Joint probability mass function

(i) Independence of two random variables

The diameter of an electric cable, say ‘X’, is assumed to be a continuous random
variable with p.d.f.: f (x) = 6x(1-x) 0 <x <1
() Check that f(x) is p.d.f. and

() PO<x<0.5)=2
10,

State addition and multiplication theorems of expectation.
1,

Define characteristic function and probability generating function of a random
Variable “x’ o
2 Let ‘%’ be a random variable with following probability distribution. Find E(x) and
E6c’) and v(x).

X

1 2 3 4 5
1/6 1/6 /a ’ V2

P'x




13. (a)

()
14. (a)

(®)

15. (a)

(b)

16. (a)

(b)

2 2949/5

Section B- (Marks: 4 x 12 = 48)
(Essay Type Questions)
Answer all questions.

Explain various methods of data collection and editing.

Or
Define central and non-central moments and derive the relation between them
Prove that for ‘n’ events A, A2 ronee A

P [E]IA:'] > iP(Ai)-(n—l)

i=]

State and prove Bayes’ theorem. Also mentioin its merits,

Define the following terms with an example:
(i)  Probability mass function
(i) Probability density function
(i) Distribution function
(iv) Marginal and Conditional distribution.
Or

The joint probability distribution of two random variables x and y is given by:
P(x=0,y=l)=%, P(x=1,y=—-1)=%- and P(x =1, y=l)=%
Find (i) Marginal distributioin of x and y

(ii) Conditional probability distribution of x, giveny = 1.

Define moment generating function, Ex
moments using m.g.f. Also mention an

Or
State and prove Chebyshev’s inequality. Also write its applications.

plain the procedure for obtaining
Y two properties of m.g.f .
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Section A — (Marks: 8 x 4 = 32)
(Short Answer Questions)
Answer any eight questions.

Explain classification and tabulation of data.

What is skewness?

Calculate mode for the following data:

C-1 0-10 10-20 20-30 30-40 40-50
Frequency 5 15 10 6 8

Define Sample Space with an example.

5. Define mathematical, statistical and axiomatic definitions of probability.

If two dice are thrown, find the probability of

(i) equal number occurrence on two faces

(ii) the sum of two faces are 8.

Define discrete and continuous random variables with an example.

8. Define:

10,
11,

12,

k

() Joint probability mass function

(i) Independence of two random variables

The diameter of an electric cable, say ‘x’, is assumed to be a continuous random
variable with p.d.f.: £ (x) = 6x(1-x) 0 <x <1

() Check that f(x) is p.d.f. and

(i) PO<x<0.5)="7

State addition and multiplication theorems of expectation.

Define characteristic function and probability generating function of a random
\lariable ‘x. ' :

Let ‘X’ be a random variable with following probability distribution. Find E(x) and
E(x?) and v (x).
p/x 1/6 1/6 Ya Z: Ya




14.

15.

16.

. (a)

(b)
(a)

(b)

(b)

(a)

(b)

2 2949/5

Section B— (Marks: 4 x 12= 48)
(Essay Type Questions)
Answer all questions.

Explain various methods of data collection and editing.
Or
Define central and non-central moments and derive the relation between them

Prove that for ‘n’ events A, A, ... A

P (ﬁm}z iP(Ai)u(n—l)

State and prove Bayes’ theorem. Also mentioin its merits.

Define the following terms with an example:
(i) Probability mass function
(i) Probability density function
(i1i) Distribution function
(iv) Marginal and Conditional distribution.
Or
The joint probability distribution of two random variables x and y is given by:

1
P(x=0,y=1)=§s P(r=1,y=—1)=% and P(x=1, y=l)=l
3

Find (i) Marginal distributioin of x and y
(ii) Conditional probability distribution of x, giveny = 1.

Define mon%ent generating function. Explain the procedure for obtaining
moments using m.g.f . Also mention any two properties of m.g.f .

Or
State and prove Chebyshev’s inequality. Also write s applications.
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[Max. Marks - 80
Section A — (Marks: 8 x 4 = 32)
(Short Answer Questions)
Answer any eight questions.

| Explain about scattered diagram.

b

Explain principle of least squares with an example.

Lt

Calculate coefficient of correlation between x and y for the following data:
X 7 10 12 9 8 6 5

Y 6 10 11 8 7 3 2

4. What is categorical data?
3. Discuss the conditions for consistency of data.
6. Examine the consistency of the following data:
N=1100 (A) =860 (B)=510 (AB) =50

Define the following terms with an example:

() Population  (ii) Sample (iii) Parameter (iv) Statistic
Explain the properties and applications of Chi-square distribution.

lfxu b, S X, be a random sample drawn from normal population with mean p
ad variance o2, then find the sampling distribution of Sample Mean.

State Neyman’s factorization theorem.

Distinguish between point estimation and internal estimation.

xv X? ....... X_ is a random sample drawn from a normal population N(j,1).

10,
I,

12,

le
==y x

“an Unbiased estimator of p?+1-

[P.T.O.
L




13. (a)

(b}

14. (a)

(b)

15. (a)

(b)
16. (a)

(b)
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Section B — (Marks: 4 x 12 = 48)

(Essay Type Questions)
Answer all questions.

Define correlation and rank correlation coefficient and with the usual

notations, prove that
P=l— 6Zd’
n(n:-1)
Or

(i) Distinguish between correlation and regression.

(ii) Derive the regression lines x on y and y on x.

Explain:

(1) Independence of attributes

(ii) Association and partial association of attributes.
Or

Define Yule’s coefficient of association and coefficient of colligation. Derive
the relation between them.

Define students ‘t’ distribution and derive the constants of ‘t’ distribution.
Or
Define F distribution and derive the relation between F and y?-

Define an estimator. Explain the properties of good estimators.

Or
Define MLE and

Let X, X,, ....... X_be a random sample from the exponential distribution with
p.d.f.

f(x,0) = B, 0<x<p
= 0 elsewhere

Obtain the maximum likelihood estimator for 9.
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